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1 Eleftherios Nikolidakis: Symmetrization prin-

ciples for the dyadic maximal operator and
stability results for its Bellman function

It is well known that the dyadic maximal operator on Rn is a useful tool in
analysis and is de�ned by

Md�(x) = sup

�
1

jQj

Z
Q

j�(y)j dy : x 2 Q; Q � Rn is a dyadic cube
�
; (1)

for every � 2 L1loc(Rn), where the dyadic cubes are those formed by the grids
2�NZn, for N = 0; 1; 2; : : :. Its usefulness has �rst arised in [1] and [2].
It is also well known that it satis�es the following weak type (1,1) inequality

jfx 2 Rn :Md�(x) > �gj � 1

�

Z
fMd�>�g

j�(y)j dy; (2)

for every � 2 L1(Rn) and every � > 0, and which is easily proved to be best
possible. Certain re�nements of (1.2) have been given in [16] and [17].
Using (1.2) it is not di¢ cult to prove that the following Lp inequality is also

true
kMd�kp �

p

p� 1k�kp; (3)

for every p > 1 and � 2 Lp(Rn). Inequality (1.3) also turns to be best possible,
as can be seen in [25].
Our wish is to re�ne (1.3). This was �rst done in [4] (and was continued in

[5]), in the much more general setting of a non-atomic probability space (X;�)
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equipped with a tree structure T , which is similar to the structure of the dyadic
subcubes of [0; 1]n. The associated maximal operator is then de�ned by

MT �(x) = sup

�
1

�(I)

Z
I

j�j d� : x 2 I 2 T
�
; (4)

for every � 2 L1(X;�).
Then (1.2) and (1.3) still hold in this setting and remain sharp. In order to

re�ne (1.3), for the general case of a tree T ; the so-called Bellman function of
the dyadic maximal operator of two variables, given by

B
(p)
T (f; F ) = sup

�Z
X

(MT �)
p d� : � � 0;

Z
X

�d� = f;

Z
X

�p d� = F

�
; (5)

where 0 < fp � F; has to be evaluated. In [4] it is proved that

B
(p)
T (f; F ) = F !p

�
fp

F

�p
;

where !p : [0; 1] ! [1; p
p�1 ], is de�ned by !p(z) = H�1

p (z), and Hp(z) is given

by Hp(z) = �(p� 1)zp + pzp�1. As a consequence B(p)T (f; F ) does not depend
on the tree T .
In [12] now it is shown that extremal functions do not exist for (1.5), in

all non trivial cases. We are thus interested for the corresponding extremal
sequences, concerning (1.5). More precisely we will say that (�n)n is an ex-
tremal sequence for (1.5) if the following are satis�ed: �n � 0,

R
X
�n d� = f ,R

X
�pn d� = F for any n 2 N , and additionally

lim

Z
X

(MT �n)
p d� = F !p

�
fp

F

�p
as n tends to 1.
The main core of [12] is the proof of the following

Theorem 1 Let (�n)n be an extremal sequence as above. Then for every I 2 T ,
the following are satis�ed: lim 1

�(I)

R
I
�n d� = f and lim 1

�(I)

R
I
�pn d� = F , as n

tends to 1. Additionally the identity

lim
1

�(I)

Z
I

(MT �n)
p d� = F !p

�
fp

F

�p
;

holds for any such I.

As an application of the above Theorem it is not di¢ cult to prove the weak-
Lp uniqueness of any such extremal sequence. This also can be seen in [12].
In [13] now we consider g; h : (0; 1] ! R+, non increasing functions and

G : R+ ! R+ non decreasing. Then the following holds and is presented in the
above mentioned article.
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Theorem 2 For any k 2 (0; 1], the following formula is true:

sup

�Z
K

G[(MT �
�)]h(t) dt : �� = g; K measurable subset of (0; 1]; jKj = k

�

=

Z k

0

G(
1

t

Z t

0

g)h(t) dt:

In [13] we also present some non-trivial applications of the above symmetriza-
tion principle. More precisely we prove the following.

Theorem 3 The following inequality is true and sharp for every q; p such that
q < p, p > 1:

jjMT �jjLp;q �
p

p� 1 jj�jjL
p;q ;

where jj:jjLp;q stands for the standard Lorentz quasinorm on Lp;q.

We continue the description of this talk by stating the following generalized
symmetrization principle, which is presented in [18].

Theorem 4 For any k 2 (0; 1], the following equality is true:

sup

�Z
K

G1(MT �)G2(�) d� : �
� = g; K measurable subset of X; �(K) = k

�

=

Z k

0

G1(
1

t

Z t

0

g)G2(g(t)) dt:

where Gi : [0;+1] ! [0;+1] are increasing functions for i = 1; 2, while g :
(0; 1]! R+ is non increasing.

As an application we prove in [18] the following.

Theorem 5 For every f and F such that 0 < fp � F and L � f , we have that

Z
X

max(MT �;L) d� �

8>><>>:
F!p(

pLp�1f � (p� 1)Lp
F

)p; if L <
p

p� 1f

Lp + (
p

p� 1)
p(F � fp); if L >

p

p� 1f:

for every � such that
R
X
�d� = f and

R
X
�p d� = F . Moreover the inequality

(1.6) is best possible for both ranges of L.

Finally in our work (see [15]), connected with stability results related to the
Bellman function of the dyadic maximal operator (1.5), we prove the following.
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Theorem 6 Let (�n)n be a sequence of non negative, T � good functions (as
de�ned in [4]), such that

R
X
�n d� = f and

R
X
�pn d� = F . Then (�n)n is an

extremal sequence for (1.5), if and only if

lim

Z
X

jMT �n � c�njp d� = 0;

as n tends to 1, where c = !p

�
fp

F

�
.

That is (�n)n is an extremal sequence for (1.5), if and only if its terms behave

approximately, in Lp, like eigenfunctions ofMT , for the eigenvalue c = !p

�
fp

F

�
.

2 Antonios Melas: Bellman Functions Related

to Lorentz norms and lower estimates for the
dyadic maximal operator

The dyadic maximal operator on Rn

M d�(x) = supf 1jQj

Z
Q

j�(u)j du :

x 2 Q, Q � Rn is a dyadic cube}

for every � 2 L1loc(Rn) where the dyadic cubes are the cubes formed by the grids
2�NZn for N = 0; 1; 2; :::. satis�es

jfx 2 Rn :M d�(x) > �gj � 1

�

Z
fM d�>�g

j�(u)j du.

kMd�kp �
p

p� 1 k�kp

for every p > 1 and every � 2 Lp(Rn). This is a particular case of Doob�s
inequality for martingales, and has been shown to be sharp by Burkholder and
Wang.
The study of deeper properties of such operators though comes from the

introduction of the so called Bellman functions, done by Nazarov Treil Volberg.
Such a function is de�ned for any p > 1 by

Bp(F; f; L) = supf
1

jQj

Z
Q

(Md�)
p :

AvQ(�
p) = F;AvQ(�) = f;

sup
R:Q�R

AvR(�) = Lg

where Q is a �xed dyadic cube, R runs over all dyadic cubes containing Q, � is
nonnegative in Lp(Q) and the variables F; f; L satisfy 0 � f � L; fp � F . Bp
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is independent of the choice of Q (so we may take Q = [0; 1]n) and satis�es a
certain �pseudoconvexity�inequality.
The context of dyadic cubes can be generalizd in the following:
Let (X;�) be a nonatomic probability space (i.e. �(X) = 1). Two measur-

able subsets A, B of X will be called almost disjoint if �(A \B) = 0. Then we
give the following.

De�nition 7 A set T of measurable subsets of X will be called a tree if the
following conditions are satis�ed:
(i) X 2 T and for every I 2 T we have �(I) > 0.
(ii) For every I 2 T there corresponds a �nite subset C(I) � T containing

at least two elements such that:
(a) the elements of C(I) are pairwise almost disjoint subsets of I,
(b) I =

S
C(I).

(iii) T =
S
m�0 T(m) where T(0) = fXg and T(m+1) =

S
I2T(m)

C(I).
(iv) We have lim

m!1
sup

I2T(m)

�(I) = 0.

Examples 1) If Q0 is the unit cube Rn then the set of all dyadic cubes
Q � Q0 is a tree with C(Q) being the set of the 2n subcubes of Q obtained
by bisecting its sides. More generally for any integer m > 1 the set of all m-
adic cubes Q � Q0 is a tree with C(Q) being the set of the mn subcubes of Q
obtained by dividing each side of it into m equal parts.
2) Given the integers d1; :::; dn � 1 and m > 1 we can de�ne a tree T

of parallilepipeds on X = Q0 by setting for each parallilepiped R the family
C(R) to consist of the parallilepipeds formed by dividing the dimensions of R
into md1 ; :::;mdn equal parts respectively. This tree is related to nonisotropic
dilations. For examle if n = 2;m = 2; d1 = 1 and d2 = 2 we get the set of dyadic
parabolic rectangles contained in [0; 1]2.
3) On X = [0; 1] let � > 0 and for each I � X we let C(I) consist by the

two subintervals of I formed by dividing it in ratio �. Then using the relation
in (iii) in the above de�nition we get a tree on X. For � = 1 we get the dyadic
intervals. Actually it is not hard to see that any tree in a general space X can
in a sense be modeled in the space [0; 1] with the Lebesgue measure, but we will
not use that.

Then we can de�ne the maximal operator associated to T as follows

MT �(x) = sup

�
1

�(I)

Z
I

j�j d� : x 2 I 2 T
�

for every � 2 L1(X;�).
The above maximal operator satis�es essentially the same inequalities as

Md, the proof being a trivial adaptation of the proof in the dyadic case. Now
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we de�ne the corresponding Bellman function as

BTp (F; f; L) = supf
Z
X

(max(MT �;L))
pd� :

� � 0; � 2 Lp(X;�);Z
X

�pd� = F;

Z
X

�d� = fg.

De�ne for any p > 1 the function

Hp(z) = �(p� 1)zp + pzp�1

de�ned for z 2 [1; p

p� 1 ]. It is easy to see that Hp is strictly decreasing on this

interval and it maps it onto [0; 1]. We now let !p : [0; 1]! [1;
p

p� 1 ] denote the

inverse function H�1
p of Hp. Then we have the following.

Theorem 8 [4] For any nonatomic probability space (X;�), any tree-like family
T and any p > 1 the corresponding Bellman function is given by

BTp (F; f; L) =

f
F!p

�
pLp�1f � (p� 1)Lp

F

�p
if L <

p

p� 1f

Lp + (
p

p� 1)
p(F � fp) if L � p

p� 1f .

For example

BT2 (F; f; L) =

f (
p
F +

p
F + L2 � 2Lf)2 if L < 2f

L2 + 4(F � f2) if L � 2f .
so

kMT �k2 � k�k2 + (k�k
2
2 � k�k

2
1)
1=2

and this is sharp stronger form of Doobs inequality for p = 2.
The proof is based on a combinatorial analysis of the operator and an e¤ec-

tive linearization for step functions.

2.1 Lorentz Norms

However in order to treat more general norms than the Lp for example Lorentz
norms, new ideas are needed. A method to treat such problems as well as mixed
norm estimates was the introduction of the Hardy operator on decreasing func-
tion by A. Melas in 2009 through a process of symmetrization. This that can be
called symmetrization principle has been later re�ned by E. Nikolidakis who
showed that it can be carried throught the symmetric equimeasurable function
of the test function. This gave the following general.
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Theorem 9 [7] Let G : [0;+1)! [0;+1) be non-decrasing, h : (0; 1]! R+ be
any locally integrable function. Then for any nonatomic probability space (X;�),
equipped with any tree-like family T , for any non-increasing right continuous
integrable function g : (0; 1] ! R+ and any k 2 (0; 1], the following equality
holds:

supf
Z k

0

G[(MT �)
�(t)]h(t)dt :

� measurable on X with �� = gg =

=

Z k

0

G

�
1

t

Z t

0

g(u)du

�
h(t)dt:

Here �� denotes the equimeasurable decreasing rearrangement of the mea-
surable function � : X ! R which is de�ned on (0; 1] since X is a probability
space.
This then gives the following.

Theorem 10 [7] Given the real numbers f; F1; :::; Fm > 0 and p1; :::; pm > 1

with f � minf
�

pj
pj�1Fj

�1=pj
: 1 � j � mg and given any nondecreasing G :

[0;+1) ! [0;+1) and h : (0; 1] ! R+ be any locally integrable function, we
have for the following Bellman type function

BTG;h;p1;:::;pm(F1; :::Fm; f; k) =

supf
Z k

0

G[(MT �)
�(t)]h(t)dt :

� � 0 measurable on X
with k�k1 = f; k�kp1;1 � F1; :::; k�kpm;1 � Fmg

the equality

BTG;h;p1;:::;pk(F1; :::Fk; f; k) =

=

Z k

0

G

 
1

t

Z min(t;�g

0

min
1�j�m

�
Fj
u

�1=pj
du

!
h(t)dt

where � is de�ned by the equalityZ �

0

min
1�j�m

�
Fj
u

�1=pj
du = f:

Using the above Theorem we have found the Lp;1 ! Lq;r Lorentz type
Bellman function for the maximal operator where we denote by p0; q0 the dual
exponents of p; q > 1 (so p0 = p

p�1 )
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Theorem 11 [7] Given 1 < q < p and r > 0 the Bellman function:

BT(p;1);(q;r)(F; f; L) = supfkmax(MT �;L)krLq;r(X;�) :
� � 0 is measurable with

k�kL1(X;�) = f; k�kpLp;1(X�) = Fg

de�ned for 0 < f < p0F 1=p and f � L is given by

BT(p;1);(q;r)(F; f; L) =8>>>>>>>>>>>><>>>>>>>>>>>>:

q(p� 1)q0
r(p� q) (p

0)p
0r=q0f

r(p�q)
q(p�1)F

r(q�1)
q(p�1)+

+
q

r
Lr � q

r
q0f

r
qL

r
q (q�1)

when L � (p0)p0
�
F
f

�1=(p�1)
q(p0)rp=q

r(pq � 1)
F

r
qLr(1�

p
q ) + Lr

when L � (p0)p0
�
F
f

�1=(p�1)
:

Next we de�ne the Bellman function related to a Lorentz Lp;q ! Lp;q type
estimate for the (martingale) maximal operator, where p; _q > 1 are arbitrary

BLTp;q(F; f) = supfkMT �kqLp;q(X;�) :
� � 0 is measurable with

k�kL1(X;�) = f; k�kqLp;q(X�) = Fg:

Theorem 12 [7] The above Bellman function is de�ned for all pairs (F; f)

with (i) 0 < fq �
�
p0

q0

�q�1
F if 1 < p � q and (ii) 0 < fq � q

pF if 1 < q < p

and in both cases it is given by

BLTp;q(F; f) =
�
p0

q0

�q
!q

 �
q0

p0

�q�1
fq

F

!q
F .

Here !q : [0; 1]! [1; q0] is the inverse function of Hq(z) = �(q�1)zq+qzq�1
(de�ned on [1; q0]) thus the same function as the one appearing in the Bellman
functions of the usual Lp norms.

2.2 In�mum

Now we turn to sharp forms of the lower estimates and de�ne the following
function
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BT (F; f; L) = inf f
Z
X

max(MT �;L)
pd� :

� � 0 measurable withZ
X

�d� = f ,
Z
X

�pd� = Fg.

Then our �rst main theorem is the following.

Theorem 13 [9] For any nonatomic probability space (X;�), any N -homogeneous
tree-like family T and any F; f; L with f � L and fp � F the corresponding
Bellman function is given by

BT (F; f; L) = Lp +
Np � 1
Np �N (F � L

p�1f)+

where x+ = max(x; 0).

To get bounds for weak norms we �rst de�ne the following Bellman type
function

DTp (F; f; �) = inf f sup
�(E)=�

Z
E

(MT �)
pd� :

� � 0 measurable withZ
X

�d� = f ,
Z
X

�pd� = Fg.

the inner supremum taken over all measurable subsets E of X having measure
�, where � 2 (0; 1], and the positive numbers F; f are such that fp � F . Then
we will prove the following

Theorem 14 [8] For any N -homogeneous tree-like family T any p > 1 any
F; f with fp � F and any � 2 (0; 1] we have

DTp (F; f; �) = minf�up + Np � 1
Np �N (F � u

p�1f) :

f � u � min((F
f
)1=(p�1);

f

�
)g

and writing c(N; p) = p�1
p

Np�1
Np�N < 1,

DTp (F; f; �) =

=

8>>>>>>><>>>>>>>:

�fp + Np�1
Np�N (F � f

p)

if c(N; p) � � � 1
Np�1
Np�N (F � c(N; p)

p�1 fp

p�p�1 )

if c(N; p)( f
p

F )
1=(p�1) � � � c(N; p)

�(Ff )
p=(p�1)

if 0 < � � c(N; p)( f
p

F )
1=(p�1).
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From the above theorem one obtains lower bounds for the following equiva-
lent norm on weak Lq when q > p:

k kq;1 = sup
0<�(E)

�(E)�
1
p+

1
q

�Z
E

j jp d�
�1=p

Theorem 15 [8] Given q > p > 1 and F; f > 0 with fp � F we have for any
measurable � � 0 on X with

R
X
�d� = f ,

R
X
�pd� = F the following: i) If

q�1
q�p

fp

F < 1

kMT �kq;1 �

max[c(N; p)1=q
(q � p)(q�p)=q(p�1)
(q � 1)(q�1)=q(p�1) (

F
q�1
p�1

f
q�p
p�1

)1=q;

(fp +
Np � 1
Np �N (F � f

p))1=p].

ii) If q�1q�p
fp

F � 1

kMT �kq;1 �

max[c(N; p)1=q(
p

p� 1)
1=p(F � fp

p
)1=p;

(fp +
Np � 1
Np �N (F � f

p))1=p].

Next we examine the strong mixed-norms lower bounds considering the fol-
lowing Bellman type function

BTp;q(F; f) = inff
Z
X

(MT �)
qd� :

� � 0 measurable,Z
X

�d� = f ,
Z
X

�pd� = Fg.

Proposition 16 For any N -homogeneous tree-like family T any p > 1 any
q < p and any F; f with fp � F we have

BTp;q(F; f) = fq.

Thus the interesting case is when q > p and in this case we will prove the
following

Theorem 17 [8] For any N -homogeneous tree-like family T any p > 1 any
q > p and any F; f with fp � F we have

BTp;q(F; f) � fq +
Nq � 1
Nq �N (

F
q�1
p�1

f
q�p
p�1

� fq)

10



and we have equality when (F=fp)1=(p�1) is a power of N , that is if m is a
nonnegative integer then

BTp;q(Nm(p�1)fp; f) = fq[1 +
Nq � 1
Nq �N (N

m(q�1) � 1)].

3 Anastasios Delis: Sharp integral inequalities

for the dyadic maximal operator and applica-
tions

As it was mentioned in the �rst talk by Eleftherios Nikolidakis we are interested
for the evaluation of (1.5). In [18] now, a di¤erent approach has been given, for
this purpose. In the process of that proof, the following intermediate inequality
regarding the generalized maximal operator occurred.

Theorem 18 Let � 2 Lp(X;�) be non-negative, with
R
X
�d� = f . Then the

following inequality is trueZ
X

(MT �)
p d� � � 1

p� 1f
p +

p

p� 1

Z
X

� (MT �)
p�1 d�: (6)

Our intension is to re�ne (1.5) even further, that is to insert the Lq-norm of
� as an independent variable in (1.5), and try to �nd the best possible upper
bound of kMd�kp, when the L1; Lq and Lp norms of � are given.
The goal of this lecture will be to describe brie�y the proofs of two inequal-

ities satis�ed by the generalized maximal operator that we hope to provide the
intermediate step in proving the aforementioned upper bound, in the same way
that (3.1) did for (1.5). These results are described in [3].
The �rst inequality states that for !q, which is de�ned as above, with q in

place of p, the generalization of the above Theorem holds.

Theorem 19 Let q 2 (1; p], f > 0, A > 0 with fq < A and � 2 Lp(X;�) non-
negative, with

R
X
�d� = f and

R
X
�q d� = A. Then the following inequality

holds Z
X

(MT �)
p d� � � q(� + 1)

G(p; q; �)
fp+ (7)

+
p(� + 1)q

G(p; q; �)

�Z
X

(MT �)
p d�

� p�q
p
�Z

X

�p d�

� q
p

;

for every � > 0; where G(p; q; �) = p(q�1)�+(p� q)(�+1): Additionally (3.2)
is best possible for � = !q(

fq

A )� 1 for any �xed choices of f;A:

The second one relates the p and q-norms, (1 < q < p;) of the maximal
function with the 1 and q; norms of this function. Speci�cally, for G(p; q; �) as
above, we have the following.
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Theorem 20 Let q 2 [1; p], f > 0, A > 0 with fq < A and � 2 Lp(X;�) non-
negative, with

R
X
�d� = f and

R
X
�q d� = A. Then the following inequality

holds Z
X

(MT �)
p d� � p(� + 1)q

G(p; q; �)

Z
X

(MT �)
p�q�q d�+

(p� q)(� + 1)
G(p; q; �)

fp

+
p(q � 1)�
G(p; q; �)

fp�q
Z
X

(MT �)
q d�� p(� + 1)q

G(p; q; �)
fp�qA; (8)

for every � > 0: Additionally (3.3) is best possible for � = !q(
fq

A )� 1:

In [3] now certain applications are given of the above mentioned inequalities.
Concerning (3.2) we prove that this generalized inequality is responsible for the
exact evaluation of the Bellman function (1.5). In fact if the 1 and p; norms of a
function � are given we prove in [3], that for a certain value of �, which depends
only on these norms and the value of q we can apply the technique that arises
in [18], and produce in the same manner the desired value of (1.5). That is the
generalized inequality (3.2) can also be used for the determination of (1.5) for
any value of q.
As an application of (3.3), we provide an inequality, with the parameters

involved being the same as in (3.2), but which has as a consequence the validity
of the last mentioned inequality, by a simple application of Holder�s inequality,
and which also generalizes (3.1) when we let q tend to 1.
We mention also that certain Bellman functions corresponding to several

problems in harmonic analysis, have been studied in [10], [11], [21], [22], [23]
and [24]. Also a di¤erent approach for the study of Bellman functions and
related inequalities can be seen in [20].

4 Eleftherios Nikolidakis: Dyadic weights on ho-

mogeneous trees, reverse Holder inequalities
and equimeasurable rearrangements of func-
tions

It is a known fact that if � is a non negative Lesbesgue integrable function
de�ned on (0; 1], which satis�es

1

jIj

Z
I

�(y) dy � c:essinfI(�); (9)

for any I subinterval of [0; 1], then its non increasing rearrangement satis�es the
same inequality (with the same constant c), or equivalently the inequality

1

t

Z t

0

��(y) dy � c��(t); (10)
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is true for every t 2 (0; 1]. This last equivalence is true because of the type of
monotonicity of ��.
When inequality (2.1) holds, we say that � is an A1 weight on (0; 1], with A1

constant not more than c, and we write [�]A1
� c. If (2.1) is sharp, in the sense

that the supremum, of its left side divided by essinfI(�), for all subintervals
I of [0; 1], is equal to c, then we say that the A1 constant of � equals c and
we write [�]A1 = c. Thus the above statement indicates that if [�]A1 � c then
[��]A1

� c.
We consider now a non negative integrable function de�ned on [0; 1]n, for

some n � 1, which satis�es the following inequality

1

jDj

Z
D

�(y) dy � c:essinfD(�); (11)

for every D 2 T2n , for some �xed constant c � 1. Here T2n denotes the usual
homogeneous tree of all dyadic subcubes of [0; 1]n. We say then that � is a
dyadic A1 weight, with dyadic A1-constant less or equal to c and write [�]dA1

� c.
Similar de�nition as before is given for the those dyadic weights with dyadic A1-
constant equal to c.
We wish now to know whether there exists an absolute constant K, depend-

ing only on c and n, such that if we pass from � to ��, which is now de�ned on
(0; 1], then this function satis�es the analogous to (2.2) inequality:

1

t

Z t

0

��(y) dy � K:��(t); (12)

that is �� is a usual A1 weight on (0; 1], with A1-constant less or equal to K.
In this direction we prove the following result which is presented in [14] in

more generality, that is for functions de�ned on the whole Rn.

Theorem 21 Let � be a dyadic A1 weight on [0; 1]n, such that [�]dA1
= c. Then

the inequality
1

t

Z t

0

��(y) dy � (2nc� 2n + 1)��(t); (13)

is satis�ed, for every t 2 (0; 1]. Moreover the last inequality is sharp when we
consider all dyadic A1-weights with [�]dA1

= c

That is we prove that the best possible constant K, which we are searching
for, is �nite and equals K(c; n) = 2nc� 2n + 1.
In our last work (see [19]), we devote our study to those weights � : Q0 =

[0; 1]n ! R+, that satisfy the inequality

1

jQj

Z
Q

�p(y) dy � ( 1jQj

Z
Q

�(y) dy)p; (14)

for every Q 2 T2n , an exponent p > 1, and some �xed constant c � 1, which is
independent of Q. In the following Theorem we prove that �� satis�es a reverse
Holder inequality with exponent p, and constant 2nc�2n+1, on all subintervals
of [0; 1] of the form (0; t]. We state is as follows.
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Theorem 22 Let � be a dyadic A1 weight on [0; 1]n, such that (2.6) is true for
some p; c > 1, and every cube Q 2 T2n . Then the non increasing rearrangement
of �, denoted by ��, satis�es the following inequality

1

t

Z t

0

(��(y))p dy � (2nc� 2n + 1)(1
t

Z t

0

(��(y)) dy)p; (15)

for every t 2 (0; 1].

As a consequence, due to well known theory of weights de�ned on R, we
conclude that there exists an absolute constant e = e(n; p; c) > 0, such that ��,
belongs to Lq([0; 1]), for any q 2 [p; p + e), and so � belongs to Lq([0; 1]n) for
any q in this range. That is we �nd an explicit value of e, which enables us to
increase the integrability properties of �.

5 Antonios Melas: Stability theorems of the dyadic
maximal operator, an alternative approach

In analyzing this estimate more deeply one is lead to consider what properties
have the extremals or approximate extremals for it. In this direction it has been
proved by Nikolidakis (for �xed F; f; p) that if a sequence (�n) of nonnegative
functions is extremal in the sense thatZ

X

�pnd� = F;

Z
X

�nd� = f

and lim
n

Z
X

(MT �n)
pd� = F!p

�
fp

F

�p
then in the limit the sequence behaves like an approximate "eigenfunction" of
MT meaning that

lim
n

Z
X

jMT �n � c�nj
p
d� = 0

where c = !p

�
fp

F

�
.

Theorem 23 [6] Let p � 2 be given. Then there exists an absolute constant
Cp such that: If (X;�; T ) is a nonatomic probability space equipped with a
tree-like family, if F; f > 0 are real numbers with f < F 1=p and if � > 0
is su¢ ciently small then for any nonnegative function � 2 Lp(X) satisfyingR
X
�pd� = F;

R
X
�d� = f and

R
X
(MT �)

pd� � (1� �)F!p
�
fp

F

�p
the following

holds Z
X

jMT �� c�jp d� � CpF�

where c = !p

�
fp

F

�
.
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Corollary 24 [6] Let p � 2 be given. Then there exists a absolute constants
Ap and Bp such that: If (X;�; T ) is a nonatomic probability space equipped
with a tree-like family and if � 2 Lp(X) is a nonnegative function satisfying

kMd�kp � (
p

p� 1 � ") k�kp where " > 0 is su¢ ciently small then we have:

k�kp1 � Ap k�kpp " and




MT ��

p

p� 1�




p
p

� Bp k�kpp ":

The proof of Theorem 1 uses the combinatorial approach for the Bellman
function BTp combined with the following inequalities similar to the well known
Clarkson�s inequalities which is the reason we have this result for the range
p � 2..

Lemma 25 Let p � 2 be given. Then
(i) For all s; t � 0 we have

tp � sp � jt� sjp + p(t� s)sp�1:

(ii) If (X;�) is a nonatomic probability space and if h 2 Lp(X) is nonnega-
tive then Z

X

hpd�� (
Z
X

hd�)p �
Z
X

����h� Z
X

hd�

����p d�:
(iii) If x; y; �; � > 0 then

�xp + �yp � (�+ �)
�
�x+ �y

�+ �

�p
� ��(�p�1 + �p�1)

(�+ �)p
jx� yjp :

The proof then continues by constructing a more regular approximation of
the extremal function, that is a certain step function adapted to a subtree of
the mesure space and then a close study of the terms and their contribtion
that appear in the �rst, combinatorial analytic, proof of the equality of the Lp

Bellman function.
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